
On Establishing Classic Performance
Measures for Reset Control Systems�

C.V. Hollot, Orhan Beker, Yossi Chait, and Qian Chen

College of Engineering, University of Massachusetts, Amherst MA 01002, USA

Abstract. Reset controllers are linear controllers that reset some of their states
to zero when their inputs reach a threshold. We are interested in their feedback
connection with linear plants, and in this context, the objective of this paper is
twofold. First, to motivate the use of reset control through theory, simulations
and experiments, and secondly, to summarize some of our recent results which
establish classic performance properties ranging from quadratic and BIBO stability
to steady-state and transient performance.

1 Introduction

It is well-appreciated that Bode’s gain-phase relationship [1] places a
hard limitation on performance tradeoffs in linear, time-invariant (LTI) feed-
back control systems. Specifically, the need to minimize the open-loop high-
frequency gain often competes with required high levels of low-frequency loop
gains and phase margin bounds. Our focus on reset control systems is moti-
vated by its potential to improve this situation as demonstrated theoretically
in [2] and by simulations and experiments [3]-[5].
The basic concept in reset control is to reset the state of a linear controller

to zero whenever its input meets a threshold. Typical reset controllers include
the so-called Clegg integrator [6] and first-order reset element (FORE) [3].
The former is a linear integrator whose output resets to zero when its input
crosses zero. The latter generalizes the Clegg concept to a first-order lag filter.
In [6], the Clegg integrator was shown to have a describing function similar
to the frequency response of a linear integrator but with only 38.1◦ phase
lag.
Reset control action resembles a number of popular nonlinear control

strategies including relay control [7], sliding mode control [8] and switching
control [9]. A common feature to these is the use of a switching surface to
trigger change in control signal. Distinctively, reset control employs the same
(linear) control law on both sides of the switching surface. Resetting occurs
when the system trajectory impacts this surface. This reset action can be
alternatively viewed as the injection of judiciously-timed, state-dependent
impulses into an otherwise LTI feedback system. This analogy is evident in
� This material is based upon work supported by the National Science Foundation
under Grant No.CMS-9800612.
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the paper where we use impulsive differential equations; e.g., see [10] and
[11], to model dynamics. Despite this relationship, we found existing theory
on impulse differential equations to be either too general or broad to be of
immediate and direct use. This connection to impulsive control helps to draw
comparison to a body of control work [12] where impulses were introduced
in an open-loop fashion to quash oscillations in vibratory systems. Finally,
we would like to point other recent research and applications of reset control
found in [13]-[15].
The objective of this paper is twofold. First, to motivate reset control

through theory, simulations and experiments, and secondly, to summarize
some of our recent results ([2], [16]-[20]) which establish properties ranging
from quadratic and BIBO stability to steady-state and transient performance.
The paper is organized as follows. The next section provides three examples to
demonstrate the advantage in using reset control. After that, Section 3 writes
out the dynamical equations of our reset control systems and in Section 4 we
present one of our main results giving a necessary and sufficient conditions
for quadratic stability. In Section 5 we give internal model and superposition
principles. Specializing to first-order reset elements, we then go on in Section 6
to establish results concerning BIBO stability. We then restrict attention
to a class of reset control systems whose linear dynamics are second-order
dominant. For this classic situation, we will show that the associated reset
control system is always stable, enjoys steady-state performance akin to its
linear counterpart and can be designed for improved overshoot in its step
response.

2 Motivation

In this section we give three examples comparing reset to linear feedback
control. The first gives an example of control specifications not achievable
by any linear feedback control, but achievable using reset. The second ex-
ample shows how the simple introduction of reset in a control loop reduces
step-response overshoot without sacrificing rise-time. Lastly, we describe an
experimental setup of reset where we again demonstrate reset-control’s po-
tential.

2.1 Overcoming limitations of linear control

Consider the standard linear feedback control system in Figure 1 where
the plant P (s) contains an integrator. Assume that C(s) stabilizes. In [21] it
was shown that the tracking error e due to a unit-step input satisfies∫ ∞

0

e(t)dt =
1
Kv

where the velocity constant Kv is defined by Kv
�
= lims→0sP (s)C(s). Alone,

this constraint does not imply overshoot in the step response y; i.e., y(t) ≥ 1



On Establishing Classic Performance Measures for Reset Control Systems 3

r e y

C(s)- P(s)

Fig. 1. Linear feedback control system.

for some t > 0. However, introduction of an additional, sufficiently stringent
time-domain bandwidth constraint will. To see this, consider the notion of
rise time tr introduced in [21]:

tr = sup
T

{
T : y(t) ≤ t

T
, t ∈ [0, T ]

}
.

The following result (see [2]) is quite immediate.

Fact: If tr > 2
Kv
; i.e., the rise time is sufficiently slow, then the unit-step

response y(t) overshoots.

To illustrate this result consider the plant P (s) in Figure 1 as a simple
integrator. In addition to closed-loop stability suppose the design objectives
are the following:

• Steady-state error no greater than 1 when tracking a unit-ramp input.
• Rise time greater than 2 seconds when tracking a unit-step.
• No overshoot in the step response.

To meet the error specification on the ramp response, this linear feedback
system must have velocity error constant Kv ≥ 1. Since tr > 2 ≥ 2

Kv
, the

Fact indicates that no stabilizing C(s) exists to meet all the above objectives.
However, these specifications can be met using reset control with a first-order
reset element (FORE) described by

u̇r(t) = −bur(t) + e(t); e(t) �= 0
ur(t+) = 0; e(t) = 0

where b, the FORE’s pole, is chosen as b = 1. Indeed, in Section 6.2 of
this paper we will show that this reset system is asymptotically stable, has

r e y
FORE

s

1
-

ur

Fig. 2. Reset control of an integrator using a first-order reset element.
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bounded response y to bounded input r and zero steady-state tracking error
e to constant r. This reset control system is given in Figure 2. Figure 3 shows
a simulation of this control system’s tracking error e to a unit-ramp input.
The steady-state error is one. In Figure 4 we show its response y to a unit-
step input and see that its rise time tr is greater than 2 seconds and has
no overshoot1. Thus, this reset control system meets the previously stated
design objectives that were not attainable using linear feedback control.
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Fig. 3. Tracking-error e to a unit-ramp input for the reset control system.
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Fig. 4. Output response y to a unit-step input for the reset control system.

1 The step response in Figure 4 is deadbeat. This occurs since (u, y) = (0, r) is an
equilibrium point.
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2.2 Reducing overshoot

Another motivation to use reset control is that it provides a simple means
to reduce overshoot in a step response. For example, consider the feedback
system in Figure 5 where the loop transfer function is:

L(s) =
1

s(s+ 0.2)

and where the FORE’s pole is set to b = 1. Without reset, the linear closed-
loop system has standard second-order transfer function

Y (s)
R(s)

=
1

s2 + 2(0.1)s+ 1
.

The damping ratio is ζ = 0.1 and the step response exhibits the expected 70%
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Fig. 5. Resetting can reduce overshoot in response to step reference inputs.

overshoot as shown in Figure 6. The step response of the reset control system
is also shown in this figure and it has only 40% overshoot while retaining the
rise time of the linear design. Moreover, as in the previous example, this
reset control system can be shown to be asymptotically and BIBO stable,
and to asymptotically track step inputs r; see Section 6.2. Also, the level of
overshoot can be quantitatively linked to the FORE’s pole b. This will also
be discussed in Section 6.2. Thus, the performance of a classical second-order
dominant feedback control system can be significantly improved through the
simple introduction of reset control.

2.3 Demonstrating performance in the lab

The benefits of reset control have also been realized in experimental
settings. Here we describe a laboratory setup in which we applied both linear
and reset control to the speed control of the rotational flexible mechanical
system shown in Figure 7. This system consists of three inertias connected via
flexible shafts. A servo motor drives inertia J3 and the speed of inertia J1 is
measured via a tachometer. The controller was implemented using dSPACE
tools [22]. A more complete description of this experiment can be found in
[19].
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Fig. 6. Comparison of step responses between reset (solid) and the linear control
system (dotted).

   
   

   
   

   
   

   
   

   
   

   
   

   
   

   
   

  

Servo motor

dSPACE Board Amplifier

flexible shaft 

J3 J1J2

Filter
yu

Tachometer

Fig. 7. Schematic of the rotational flexible mechanical system.

Tradeoffs in linear feedback control A block diagram of a linear feedback
control system is shown in Figure 8 where the plant P (s) was identified from
frequency-response data of the flexible mechanical system as:

P (s) =
46083950

(s+ 1.524)(s2 + 3.1s+ 2820)(s2 + 3.62s+ 9846)
.

We posed the following specifications to illustrate the limitations and trade-
offs in LTI design and their subsequent relief using reset control:

1. Bandwidth constraint: The unity-gain cross-over frequency ωc, defined by
|PC(jωc)| = 1, must satisfy ωc > 3π.

2. Disturbance rejection: Low-frequency disturbances are to be rejected;
specifically,∣∣∣∣y(jω)d(jω)

∣∣∣∣ ≤ 0.2, when ω ≤ π;
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3. Sensor-noise suppression: High-frequency sensor noise is to be suppressed;
i.e., ∣∣∣∣ y(jω)n(jω)

∣∣∣∣ ≤ 0.3, when ω ≥ 10π;

4. Asymptotic performance: Zero steady-state tracking error to constant ref-
erence r and disturbance d signals.

5. Overshoot: Overshoot in output y to a constant reference r should be less
than 20%.

r e y

-

u

P(s)

n

d

C(s)

Fig. 8. The linear feedback control system.

In terms of Bode specifications, the first two constraints translate into
minimum-gain requirements on the open-loop gain |PC(jω)| at low frequen-
cies while the third specification places an upper bound on this gain at high
frequencies. The fourth specification requires C(s) to contain an integrator
and the fifth specification requires a phase margin of approximately 45◦; as-
suming second-order dominance.
Using classical loop-shaping techniques we were unable to meet all of

the above specifications. To illustrate the tradeoffs, consider two candidate,
stabilizing LTI controllers:

C1(s) =
1281489(s+ 4.483)(s2 + 3.735s+ 2851)(s2 + 5.158s+ 10060)
s(s2 + 295.1s+ 22330)(s2 + 126.2s+ 8889)(s2 + 239s+ 27560)

and

C2(s) =
1075460(s+ 7)(s2 + 3.662s+ 2798)(s2 + 5.419s+ 9876)

s(s+ 209.6)(s+ 35.8)(s2 + 132.8s+ 12050)(s2 + 375.9s+ 66930)
.

Figure 9 compares the Bode plots of the corresponding loops L1(jω) =
P (jω)C1(jω) and L2(jω) = P (jω)C2(jω). Loop L1 fails to satisfy the sensor-
noise suppression specification at ω = 10π. This specification can be met by
reducing the gain of L1(jω) as done with L2(jω). This is verified by the
time response y to 5 Hz sinusoidal noise n in Figure 10. Since both designs
stabilize and since both low-frequency gains are constrained by the first two
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Fig. 9. Bode plots of L1 and L2.

Fig. 10. Comparison between LTI designs L1 and L2 of output y to n(t) =
sin(10πt).

specifications, Bode’s gain-phase relationship [1] dictates that L2(jω) must
have correspondingly larger phase lag as verified in the phase plot of Fig-
ure 9. The reduced gain in L2(jω) comes at the expense of a smaller phase
margin and hence larger overshoot as shown in the step responses in Fig-
ure 11. Extensive tuning of these controllers failed to yield a design meeting
all specifications.

Reset control design Now we turn to reset control design where we exploit
its potential to satisfy the above specifications. The design procedure consists
of two steps as developed in [3]-[5]. First, we design a linear controller to meet
all the specifications - except for the overshoot constraint; C2(s) is a suitable
choice. The second step is to select the FORE’s pole b to meet the overshoot
specification. In this respect, [Figure 5, 3] provides a guideline for this choice.
Using this tool, we select b = 14. The resulting reset control system is shown
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Fig. 11. Comparison between LTI designs L1 and L2 of output y to r(t) ≡ 1.

in Figure 12. Later in this paper we show that this reset control system is
quadratically and BIBO stable and asymptotically tracks constant reference
inputs r.

r  y e 
 P(s) (s+14) C2(s) 

 n 

 d 

FORE 
b=14

Fig. 12. Reset control system for the flexible mechanism.

Finally, we compare the performance of the LTI (using L1) and reset
control systems. Figures 13 and 14 show that the reset control system has
better sensor-noise suppression to a 5 Hz sinusoid and to white-noise.
However, unlike the LTI tradeoff experienced by controller C2(s), the reset

control system has comparable transient response as shown in Figure 152.

2 The steady-state noise in Figure 15 is due to ripple in the the tach-generator.
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Fig. 13. Comparison of steady-state response y to r(t) ≡ 1 and n(t) = sin(10πt).

Fig. 14. Comparison of output y power spectra when n is white sensor noise.
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Fig. 15. Comparison between reset and LTI control (using L1) of output y to
r(t) ≡ 1.
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3 The Dynamics of Reset Control Systems

The reset control system considered in this paper is shown in Figure 16
where the reset controllerR is described by the impulsive differential equation
(IDE) (see [10])

ẋr(t) = Arxr(t) +Bre(t); e(t) �= 0
xr(t+) = ARrxr(t); e(t) = 0
ur(t) = Crxr(t) (1)

where xr(t) ∈ R
nr is the reset controller state and ur(t) ∈ R is its output.

The matrix ARr ∈ R
nr×nr identifies that subset of states xr that are reset.

For example, in this paper we will assume that the last nrr states xrr are

reset and use the structure ARr =
[
Inr−nrr 0
0 0

]
. Illustrations of (1) include

the Clegg integrator described by

Ar = 0; Br = 1; Cr = 1; ARr = 0

and the FORE having

Ar = b; Br = 1; Cr = 1; ARr = 0. (2)

The linear controller C(s) and plant P (s) have, respectively, state-space re-
alizations:

ẋc(t) = Acxc(t) +Bcur(t)
uc(t) = Ccxc(t)

and

ẋp(t) = Apxp(t) +Bpuc(t)
y(t) = Cpxp(t)

where xc(t) ∈ R
nc , xp(t) ∈ R

np and y(t) ∈ R. The closed-loop system can
then be described by the IDE

ẋ(t) = Ac
x(t); x(t) /∈ M; x(0) = x0

x(t+) = ARx(t); x(t) ∈ M
y(t) = Cc
x(t) (3)

where

x
�
=


xp
xc
xr


 ; Ac


�
=


 Ap BpCc 0

0 Ac BcCr

−BrCp 0 Ar


 ;

AR
�
=


 Inp 0 0
0 Inc 0
0 0 ARr


 ; Cc


�
=

[
Cp 0 0

]
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uc yure
 P(s) C(s)R

Fig. 16. Block diagram of a reset control system.

and where the reset surface M is the set of states for which e = 0. More
precisely,

M �
= {ξ : Cc
ξ = 0; (I −AR) ξ �= 0}.

As a consequence of this definition,

x(t) ∈ M ⇒ x(t+) /∈ M.

The times t = ti at which the system trajectory x intersects the reset surface
M are referred to as reset times. These instants depend on initial-conditions
and are collected in the ordered set:

T (xo)
�
= {ti : ti < ti+1;x(ti) ∈ M, i = 1, 2, . . . ,∞} .

The solution to (3) is piecewise left-continuous on the intervals (ti, ti+1]. We
define the reset intervals τi by

τ1
�
= t1;

τi+1
�
= ti+1 − ti, i ∈ N.

We make the following assumption on the set of reset times:

Resetting Assumption: Given initial condition x0 ∈ R
n, the set of

reset times T (xo) is an unbounded, discrete subset of R+.

Unboundedness of the set of reset times implies continual resetting. If this
condition is not satisfied, then, after the last reset instance, the reset con-
trol system behaves as its base-linear system. We avoid these trivial cases.
Discreteness of T (x0), together with this unboundedness, guarantees the ex-
istence and continuation of solutions to (3). Finally, in absence of resetting;
i.e., when AR = I, the resulting linear system is called the base-linear sys-
tem. We denote the loop, sensitivity and complementary sensitivity transfer
functions of the base-linear system by:

L(s) = P (s)C(s)R(s), S(s) =
1

1 + L(s)
, T (s) =

L(s)
1 + L(s)

where R(s) is the transfer of (1) when AR = I.
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4 Quadratic Stability

In this section we give a necessary and sufficient condition for (3) to pos-
sess a quadratic Lyapunov function. First, we state some general Lyapunov-
like stability conditions for our reset control systems which are similar to
the analysis in [10] and [23]. Their proofs are relegated to the Appendix. As
usual, V̇ is the time-derivative of a Lyapunov candidate V (x) along solutions,

while ∆V
�
= V (x)−V (ARx), is the jump in V (x) when the trajectory strikes

M.

Proposition 1: (Local Stability) Let Ω be an open neighborhood of the
equilibrium point x = 0 of (3) and let V (x) : Ω → R be a continuously-
differentiable, positive-definite function such that

V̇ (x) ≤ 0; x ∈ Ω/M (4)
∆V (x) ≤ 0; x ∈ Ω ∩M. (5)

Then, under the Resetting Assumption, x = 0 is locally stable. Moreover, if
either

V̇ (x) < 0; x ∈ Ω/ {0} (6)

or

∆V (x) < 0; x ∈ Ω ∩M, (7)

then x = 0 is asymptotically stable.

Proposition 2: (Global Stability) Let V (x) : Rn → R be a continuously-
differentiable, positive-definite, radially-unbounded function such that

V̇ (x) ≤ 0; x /∈ M
∆V (x) ≤ 0; x ∈ M.

Then, under the Resetting Assumption, x = 0 is stable. Moreover, if either

V̇ (x) < 0; x ∈ R
n/ {0} ,

or

∆V (x) < 0; x ∈ M,

then x = 0 is globally asymptotically stable.

We now specialize to quadratic Lyapunov functions.

Definition: The reset control system (3) is said to be quadratically stable
if there exists a positive-definite symmetric matrix P such that V (x) = x′Px
satisfies the asymptotic stability conditions of Proposition 2.
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Theorem 1: Under the Resetting Assumption, the reset control system
described in (3) is quadratically stable if and only if there exists a β ∈ R

nrr

such that

Hβ(s)
�
= [βCp 0 Inrr ] (sI −Ac
)

−1

[
0

Inrr

]
(8)

is strictly positive real (SPR)3.

Proof: (Sufficiency) We first define V (x) = x′Px. By Proposition 2 the
reset control system described in (3) is quadratically stable if there exists a
positive-definite symmetric matrix P such that

x′ (A′
c
P + PAc
)x < 0; x ∈ R

n/ {0} (9)

and

x′ (A′
RPAR − P )x ≤ 0; x ∈ M. (10)

Let Θ be a matrix whose such that its columns span the nullspace of Cc
.
Using this, we can express

M = {Θξ : (I −AR)Θξ �= 0; ξ �= 0}

and define M̄ as

M̄ �
=

{
Θξ : ξ ∈ R

n−nrr
}
⊃ M.

Therefore,

Θ′ (A′
RPAR − P )Θ ≤ 0 (11)

implies that (10) holds. (11) holds for some positive-definite P if there exists
a β ∈ R

nrr such that

[0 Inrr ]P = [β Cp 0 Inrr ]. (12)

Thus, the proof reduces to finding a positive-definite symmetric matrix P
such that (9) and (12) hold. From the Kalman-Yakubovich-Meyer (KYM)
lemma; e.g., see [24], such P exists if there exists a β ∈ R

nrr such that Hβ(s)
in (8) is SPR.

(Necessity) Suppose (3) is quadratically stable. Then, from Proposition 2
there exists a positive-definite symmetric matrix P such that

x′(A′
c
P + PAc
)x < 0; x �= 0 (13)

x′(A′
RPAR − P )x ≤ 0; x ∈ M. (14)

3 A transfer function X(s) is said to be strictly positive real if X(s) is asymptotically
stable, and Re[X(jω)] > 0, ∀ω ≥ 0.
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The continuity of ∆V , together with (14), implies that

x′(A′
RPAR − P )x ≤ 0; x ∈ M̄

which in turn implies that (12) holds for some β ∈ R
nrr . The strict positive

realness of Hβ in (8) then follows from (12), (13) and the KYM lemma. This
concludes the proof.

Theorem 1 gives an easily-testable condition for the quadratic stability
of the reset control systems described by (3). This condition is also key in
showing that reset control systems enjoy other properties. Before we present
these results, we formally introduce first-order reset elements.

5 Steady-state performance

In this section we study the steady-state performance of the reset control
system in (3) and show that it enjoys an internal model principle and steady-
state superposition property.

5.1 An internal model principle

We introduce an internal model principle for the reset control systems
by considering a model of the reference signal r inside the loop as part of
P (s)C(s). We can state the following theorem.

Theorem 2: Under the Resetting Assumption, if P (s)C(s) contains an
internal model of r, and if there exists a β ∈ R

nrr such that Hβ(s) in (8)
is SPR, then the reset control system described in (3) achieves asymptotic
tracking of the reference input r.

Proof:We first adopt the realization {Apc, Bpc, Cpc} for P (s)C(s), which
contains an internal model of the reference input. Since r is realized within
P (s)C(s), there exists states z(t) and Czr ∈ R

np+nc , such that

ż(t) = Apcz(t); z(0) = r(0),
r(t) = Crzz(t).

Then using the state transformation x̃pc(t)
�
= xpc(t) − z(t) we obtain the

following:
˙̃x(t) = Ac
x̃(t); x̃(t) /∈ M; x̃(0) = x0 − r(0),

x̃(t+) = ARx̃(t); x̃(t) ∈ M,

y(t) = Cc
x̃(t) + r(t),

where x̃ =
[
x̃pc
xrr

]
. Hence, the asymptotic tracking problem is now expressed

as the asymptotic stability problem for the unforced system. By Theorem 1,
asymptotic stability of the unforced system is guaranteed if there exists a
β ∈ R

nrr such that Hβ(s) is SPR. This concludes the proof.
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5.2 A superposition principle

We now introduce an additional input to the control system as shown in
the Figure 17. This system can be described by

ẋ(t) = Ac
x(t) +Bc
r1(t) +Bc
r2(t); x(t) /∈ M; x(0) = x0

x(t+) = ARx(t); x(t) ∈ M,

y(t) = Cc
x(t) (15)

where

M �
= {ξ : r1(t) + r2(t)− Cc
ξ = 0; (I −AR) ξ �= 0}.

The next result gives a steady-state superposition result. If the loop contains
an internal model of one of the inputs signals, say r2, then this result claims
that the steady-state response to r1 + r2 is simply the steady-state response
to r1.

Corollary 1: Consider the reset control system with two inputs r1 and
r2 described in (15). Suppose the Resetting Assumption is in force, P (s)C(s)
contains an internal model of r2 and there exists a β ∈ R

nrr such that Hβ(s)
is strictly positive real (SPR). Then, the steady-state error, limt→∞ e(t) is
independent of r2.

r1 uc  y ur e  

 P(s) 
 

 C(s) R

r2

Fig. 17. Block diagram of a reset control system with two inputs.

6 Specialization to First-Order Reset Elements

As illustrated in Section 2.3 the design of reset control systems, as de-
veloped in [3] and [5], involves the synthesis of both linear compensator C(s)
and reset controller R in Figure 16. Typically, C(s) is designed to stabilize
the base-linear system and shape the loop L(s) = P (s)C(s)R(s) to satisfy
classical Bode specifications at high and low frequencies. The reset controller
is then designed to meet overshoot specifications. In this subsection we focus
on FORE described by (1) and (2) where b > 0 is the FORE’s pole.
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6.1 BIBO stability

Consider the reset control system with a reference input as shown in
Figure 18 and described by the following IDE

ẋ(t) = Ac
x(t) +Bc
r(t); x(t) /∈ M; x(0) = 0,
x(t+) = ARx(t); x(t) ∈ M,

y(t) = Cc
x(t) (16)

where

Bc
 =
[
0
1

]
and

M �
= {ξ : r(t) − Cc
ξ = 0; (I −AR) ξ �= 0}.

In this section we analyze the BIBO stability of (16) which requires every

r uc yure
 P(s) C(s)FORE

Fig. 18. Block diagram of a reset control system with reference input r.

bounded input4 r to produce a bounded output y. To begin this analysis we
let x
 be the state of the base-linear system; that is:

ẋ
(t) = Ac
x
(t) +Bc
r(t); x(0) = 0

and take z
�
= x− x
. We partition

x =
[
xL
xr

]
; z =

[
zL
zr

]
; x
 =

[
x
L
x
r

]
.

Applying the transformations:

zL(t) = xL(t)− x
L(t);
zr(t) = xr(t)− x
r(t)

to (16) and expressing the reset rule with the set of reset times T (0) we
obtain:

żL(t) = AzL(t) +Bzr(t)
żr(t) = −CzL(t)− bzr(t); t /∈ T (0)

zr(t+i ) = −x
r(ti); t ∈ T (0). (17)
4 A signal z is said to bounded if there exists a constant M such that |z(t)| < M
for all t.
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As an intermediate step, we show that boundedness of zL implies that y is
bounded.

Lemma 1: Assume Ac
 is asymptotically stable and r is bounded. If zL
is bounded, then output y is bounded.

Proof: Suppose zL is bounded. We have

|y(t)| = |CxL(t)|
≤ |CzL(t)|+ |Cx
L(t)| .

Since Ac
 is stable and r is bounded, then x
L is bounded. Output y is thus
bounded.

Before establishing BIBO stability, we need the following lemma.

Lemma 2: If Ac
 is asymptotically stable and r is bounded, there exist
constants M1 and M2 such that |zr(t+i )| < M1 and |CzL(ti)| < M2 for i =
1, 2, . . . ,∞.

Proof: Because Ac
 is asymptotically stable and r, then x
r and x
L are
bounded. From (17), zr(t+i ) = −x
r(ti). Therefore, there exists an M1 such
that |zr(t+i )| < M1 for i = 1, 2, . . . ,∞. By definition, CzL(ti) = r(ti) −
Cx
L(ti). Since r and x
L are bounded, then there exists an M2 such that
|CzL(ti)| < M2 for i = 1, 2, . . . ,∞.

We can now state our BIBO stability result.

Theorem 3: Under the Resetting Assumption the reset control system
(16) is BIBO stable if it is quadratically stable; i.e., there exists a β ∈ R such
that Hβ(s) in (8) is SPR.

Proof: Since Hβ(s) in (8) is strictly positive-real, then, from the KYM
lemma, there exists a positive-definite matrix P , a vector q and a positive
constant ε such that

PAcl +A′
clP = −q′q − εP ;

P [0 · · · 0 1]′ = [βC 1]′. (18)

Hence, P can be written as

P =
[
P1 βC′

βC 1

]

where P1 ∈ R
n×n is positive-definite. Along the piecewise left-continuous

solutions of (17) we define

V (t) = [z′L(t), zr(t)]P [z
′
L(t), zr(t)]

′

= z′L(t)P1zL(t) + 2βCzL(t)zr(t) + z2
r (t)
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over t ∈ (ti, ti+1]. At the reset instants t = ti we then have

V (t+i ) = z′L(ti)P1zL(ti) + 2βCzL(ti)zr(t+i ) + z2
r (t

+
i )

= V (ti) + 2βCzL(ti)zr(t+i ) + z2
r(t

+
i )− 2βCzL(ti)zr(ti)− z2

r (ti).

Since −2βCzL(ti)zr(ti)− z2
r (ti) ≤ (βCzL(ti))2,

V (t+i ) ≤ V (ti) + 2βCzL(ti)zr(t+i ) + z2
r(t

+
i ) + (βCzL(ti))2

= V (ti) + [zr(t+i ) + βCzL(ti)]2. (19)

Because r is bounded, it follows from Lemma 2 that there exists a constant
M > 0 such that [zr(t+i ) + βCzL(ti)]2 ≤ M for i = 1, 2, . . . ,∞. Thus, from
(19):

V (t+i ) ≤ V (ti) +M, i = 1, 2, . . . ,∞. (20)

Differentiating V (t) along solutions to (17), we use (18) to obtain

V̇ (t) = [z′L(t), zr(t)](PAc
 +A′
c
P )[z

′
L(t), zr(t)]

′

= [z′L(t), zr(t)](−q′q − εP )[z′L(t), zr(t)]
′

≤ −ε[z′L(t), zr(t)]P [z
′
L(t), zr(t)]

′

= −εV (t)

for all t ∈ (ti, ti+1]. The non-negativity of V (t) implies

V (t) ≤ e−ε(t−ti)V (t+i ) (21)

whenever t ∈ (ti, ti+1]. Since ti+1 − ti > σ,

V (ti+1) ≤ e−ε(ti+1−ti)V (t+i )
≤ e−εσV (t+i )
≤ e−εσ[V (ti) +M ].

Combining (20) with (21) and repeatedly applying the above gives

V (t) ≤ e−ε(t−ti)[e−εiσV (0) +M + e−εσM + . . .+ e−εiσM ]

for all t ∈ (ti, ti+1]. Since V (0) = 0, V (t) ≤ M/(1 − e−εσ). Therefore, V is
bounded. Because P is positive-definite, it follows that zL is bounded. Finally,
from Lemma 1, y is bounded. This completes the proof.

6.2 When the base-linear system has classical second-order form

In this section we focus on a class of first-order reset control systems
shown in Figure 17 where

P (s)C(s) =
(s+ b)ω2

n

s(s+ 2ζωn)
. (22)
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As a result, the associated base-linear system has classical second-order (com-
plementary sensitivity) transfer function

T (s) =
Y (s)
R(s)

=
ω2
n

s2 + 2ζωns+ ω2
n

.

This setup allows us to compare the reset control system’s performance
against a linear control system with dominant pole-pair. We will show that
this class of reset control systems is always quadratically stable and, by virtue
of Theorem 3, BIBO stable. We will characterize the step response of the re-
set control system in terms of standard measures such as rise-time, overshoot
and settling time, thus allowing a direct comparison to its base-linear system.
First, we establish that the key SPR condition in (8) is always satisfied.

Hβ is always positive-real We begin with a lemma that removes the
standing Resetting Assumption.

Lemma 3: For the reset control system in (16) utilizing FORE and L(s)
given in (22), the set of reset times T (x0) is unbounded and discrete for all
positive b, ωn and ζ ∈ (0, 1). Moreover, the reset action is periodic with period
τi ≡ π

ωn

√
1−ζ2

.

Proof: To prove the theorem it suffices to show that the reset time interval
is constant; i.e., τi = τ

�
= π

ωn

√
1−ζ2

for all integer i > 1. Without loss of

generality we start with an initial condition xo ∈ M; i.e.,
[
ω2
n 0 0

]
xo = 0.

Again, without loss of generality we only consider xo such that ‖xpco‖ = 1,
where xpco ∈ R

2 denotes the initial state of P (s)C(s). Since xo ∈ M we have
xpco =

[
0 1

]′ and therefore xo =
[
0 1 xro

]′, where xro ∈ R is the initial
state of the FORE. For τi to qualify as a reset time interval, the following
condition must be satisfied:

[
ω2
n 0 0

]
eAc�τiAR


 0
1
xro


 = 0,

where Ac
 =
[

Apc Bpc

−Cpc −b

]
and AR =

[
I2 0
0 0

]
. This gives τi ≡ π

ωn

√
1−ζ2

. The

next step in the proof is to show that τ is a valid reset time interval. To do
this we need to show that xr(τ) �= 0; i.e.,

[
0 0 1

]
eAc�τAR


 0
1
xro


 �= 0,

which is equivalent to saying

2ωn
b2 − 2ζωnb+ ω2

n

e
− ζ√

1−ζ2
π

(
1− e−

b
ζωn

)
�= 0.
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This is true for all positive b, ωn and ζ ∈ (0, 1) and hence concludes the
proof.

Our next theorem shows that this class of reset control system is quadrat-
ically and BIBO stable and enjoys the previously described internal-model
and superposition properties for all b, ζ and ωn.

Theorem 4: For the reset control system described in (16) utilizing
FORE with P (s)C(s) given in (22), there exists a β ∈ R such that Hβ(s)
in (8) is SPR for all positive b, ζ and ωn. Consequently, such reset control
systems are always quadratically stable, BIBO stable and enjoy the internal
model and superposition properties of Theorem 2 and Corollary 1.

Proof: First we note that if ζ ≥ 1, the reset control system becomes
equivalent to its base-linear system, which is stable. Therefore we only need to
consider the case when the system is underdamped; i.e., ζ < 1. By Lemma 3,
the Resetting Assumption is satisfied for reset control systems with P (s)C(s)
given in (22) for all positive values of b, ωn and ζ ∈ (0, 1). To show asymptotic
stability we use Theorem 1 and show there exists a β > 0 such that

Hβ(s) =
s2 + (2ζωn + β) s+ bβ

(s+ b) (s2 + 2ζωns+ ω2
n)

is SPR. The remainder of the proof deals with finding a β ∈ R such that
Hβ(s) is SPR for all positive b, ζ and ωn. We consider three cases:

Case 1: (b > 2ζωn) First, we form the partial fraction expansion

Hβ(s) =
1

ω2
n − 2ζbωn + b2

.

[
b (b− 2ζωn)

s+ b
+

ω2
ns+

(
ω2
n − 2ζbωn + b2

)
β + ω2

n (2ζωn − b)
s2 + 2ζωns+ ω2

n

]

�
=

1
ω2
n − 2ζbωn + b2

[h11(s) + h12(s)] .

Next, since b > 2ζωn, then ω2
n−2ζbωn+ b2 > 0. Hence, it suffices to show

that both h11(s) and h12(s) are SPR; e.g., see [24]. Since b (b− 2ζωn) > 0,
then h11(s) is SPR. Finally, since s2 + 2ζωns+ ω2

n is stable and the zero of
h12(s) can be arbitrarily placed via β, there exists a β rendering h12(s) SPR.

Case 2: (b = 2ζωn) In this case it is clear that

Hβ(s) =
s+ β

s2 + 2ζωns+ ω2
n

is SPR for sufficiently small and positive β.
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Case 3: (b < 2ζωn) In this situation we write

Hβ(s) =
1

s+(b−β)

1 + 1
s+(b−β)

[ω2
n+2β(ζωn−b)+β2]s+b(β2−bβ+ω2

n)
s2+(2ζωn+β)s+bβ

�
=

h21(s)
1 + h21(s)h22(s)

.

Now it suffices to show that both h21(s) and h22(s) are SPR; again, see [24].
Clearly, h21(s) is SPR for any β < b and a straightforward calculation shows
that h22(s) is SPR for sufficiently small positive β. Hence, there exists a
β ∈ (0, b) such that Hβ(s) is SPR. This proves Case 3 and the theorem.

Hβ(s) is positive-real for all the examples in Section 2 In Section 2 we
gave three examples motivating the use of reset control systems. We claimed
that each was quadratically and BIBO stable and asymptotically tracked
constant reference signals. This is certainly the case for the first two of these
situations since Theorem 4 applies. To establish these properties for the third
case we explicitly check the satisfaction of (8). Since C2(s) stabilizes, then
Hβ(s) in (8) is asymptotically stable for all β. A simple search and compu-
tation shows that Re[Hβ(jω)] > 0 for all ω ≥ 0 when β = 0.008.

Overshoot, rise time and settling time In this section we analyze the
reset control system (16) when r(t) ≡ r0 and prove that the step-response
maximum occurs during the time interval (t1, t1 + τ0). The proof of the fol-
lowing can be found in [18].

Theorem 5: Consider the reset control system described in (16) utilizing

FORE with L(s) given in (22) and r(t) ≡ r0. Let Mr
�
= supt>0 |y(t)− r0|

denote the step-response maximum. Then,

Mr = max
t∈[t1,t1+τ0]

|y(t)− r0| .

From Theorem 5 the step response maximum Mr is equal to the peak
response in the first reset interval [t1, t1+ τ0). In [3], this overshoot value has
been explicitly computed in terms of b, ζ, and ωn as repeated below:

Mr = e
− πζ√

1−ζ2 −∆

where

∆ =




R[4M2ζ2e−ζµ−2ζM(1−4ζ2M)e−µ/ζM ]
1−4ζ2M+4ζ2M2 ; ζ ≥ 0.5

R[M2e−ζµ−M(1−2ζM)e−µ/M ]
1−2ζM+M2 ; ζ ≤ 0.5

,
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R = e
−ζ√
1−ζ2

cos−1 ζ
; M =

ωc
b
; µ =

π − cos−1 ζ√
1− ζ2

and where ωc is the unity-gain crossover frequency of P (jω)C(jω).
Since the reset control system (16) behaves as a linear system before its

first reset, then its rise time is that of its base-linear system (≈ 1.8
ωn
). The

2% settling time ts can be computed using [18] adjacent intervals of y are
shown to be scaled copies of each other. Indeed, using this, the settling time
is computed as

ts =
kπ√

1− ζ2ωn

where k is the smallest integer satisfying |p11(τ0)|kMr < 0.02.

7 Conclusion

This paper has given a summary overview of reset control. It provided
a number of motivating examples, both theoretical and experimental, and a
framework for establishing basic feedback loop properties such as stability,
steady-state and transient performance. One area of present study is the
response of reset control systems to high-frequency sensor noise. Such results
could help give a complete a description of classical properties of reset control
systems.
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A Proof of Proposition 1

We will first introduce some notation. Given an r ∈ R, we define

Br
�
= {ξ ∈ Ω : ‖ξ‖ ≤ r}

and given a β ∈ R and Br as above, we define

Ωβ
�
= {ξ ∈ Br : V (ξ) ≤ β} .

We will now show that the equilibrium point, x = 0, is stable. Given an
ε > 0, choose r ∈ (0, ε] and let α = min‖x‖=r V (x). Since V is positive-
definite we have α > 0. We take β ∈ (0, α). Inequalities (4) and (5) imply
that V (x(t)) ≤ V (xo) ≤ β for all t, and hence any trajectory starting in Ωβ

will remain in Ωβ for all t.

Since V (x) is continuous and V (0) = 0, there exists a δ > 0 such that
V (x) < β for all x ∈ Bδ. Therefore, Bδ ⊂ Ωβ ⊂ Br, and xo ∈ Bδ implies that
x(t) ∈ Br for all t. Therefore ‖xo‖ < δ implies ‖x(t)‖ < r ≤ ε for all t, and
hence x = 0 is a stable equilibrium point.

To show asymptotic stability we need to show that x(t) → 0 as t → ∞;
that is, for every a > 0, there is a T > 0 such that ‖x(t)‖ < a for all t > T .
It suffices to show that V (x(t))→ 0 as t → ∞.

By (4) and (5), V (x(t)) is non-increasing. We now assume that it is de-
creasing when x ∈ Ω/ {0} by (6), or when x ∈ Ω ∩M by (7). Since V (x) is
bounded from below by zero, then there exists a c ≥ 0 such that

V (x(t))→ c ≥ 0; t → ∞. (23)

To show that c = 0, we proceed by contradiction and suppose c > 0. By
continuity of V (x), there exists a d > 0 such that Bd ⊂ Ωc. The inequality
(23) implies that the trajectory x(t) lies outside the ball Bd for all t. We
proceed with the proof in two cases.

Case 1: ((6) holds) Let −γ = maxd≤‖x‖≤r V̇ (x). Then, γ > 0 by (6) and
because V (x) is continuously differentiable . It follows that for ti+1 ≥ t > ti,

V (x(t)) = V (xo) +
i∑

n=1

[∫ tn

tn−1

V̇ (x(τ))dτ +∆V (x(tn))

]
+

∫ t

ti

V̇ (x(τ))dτ

≤ V (xo)− γ

i∑
n=1

∫ tn

tn−1

dτ + γ

∫ t

ti

dτ

= V (xo)− γ

[
i∑

n=1

(tn − tn−1) + t− ti

]

= V (xo)− γt.
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Since the right-hand side will eventually become negative, the inequality (23)
contradicts the assumption that c > 0.

Case 2: ((7) holds) Now let −γ = maxd≤‖x‖≤r,x∈M∆V (x). Then, γ > 0
by (7) and because V (x) is continuously differentiable. It follows that for
ti+1 ≥ t > ti,

V (x(t)) = V (xo) +
i∑

n=1

[∫ tn

tn−1

V̇ (x(τ))dτ +∆V (x(tn))

]
+

∫ t

ti

V̇ (x(τ))dτ

≤ V (xo)−
i∑

n=1

γ

= V (xo)− iγ.

Since the right-hand side will eventually become negative, the inequality (23)
contradicts the assumption that c > 0. Therefore, V (x(t)) → 0 as t → ∞,
and proof is completed.

B Proof of Proposition 2:

Given any point q ∈ R
n, define β = V (q) > 0. Since V (x) is radially un-

bounded, given any β > 0, there exists an r > 0 such that V (x) > β for all

‖x‖ > r. Given r, we define Br
�
= {ξ ∈ Ω : ‖ξ‖ ≤ r} and given β and Br as

above we define Ωβ
�
= {ξ ∈ Br : V (ξ) ≤ β} . The rest of the proof is similar

to that of Proposition 1.
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